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Abstract This chapter discusses the evaluation of speech synthesis. It does not attempt to
present an overview of all the techniques that may be used, or to cover the full
history of previous evaluations, but instead it highlights some of the weaknesses
of previous attempts, and points out areas where future development may be
needed. It presents the view that speech synthesis should be judged not as a
technology, but as a performance, since the actual intended listener presumably
has less interest in the achievements of the developers than in the effect of the
speech, its pleasantness, and its suitability to the various listening contexts.
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1 Introduction
Computer speech synthesis is the art and science of making machines speak

or talk. At its inception, the focus of research was on producing reading
machines as aids for the handicapped, but nowadays speech synthesis is likely
to be encountered in more general situations such as customer care networks,
replacing humans in telephone-based services, or providing information such
as stock prices, car navigation directions, weather forecasts, and railway-
station announcements.

The focus of this chapter is on the evaluation of computer speech systems
and components, and it urges consideration of both the aesthetic and the scien-
tific aspects of results when judging the acceptability of computer-generated
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speech. The technology has now reached a stage at which intelligibility is no
longer in question, but how should we now evaluate the naturalness and like-
ability of synthesised speech? It is useful to consider here how we judge human
speech; certainly not from the point of view of its technological achievements –
those we take for granted – but rather by its effects. Perhaps by its expressivity?

We should start by defining some evaluation criteria. Here too, human
speech might offer some useful parallels. Parents judge the developing speech
of an infant by its intelligibility, recognising words amongst the babble, but
computer speech comes already endowed with a full set of lexical rules from
the start. Teachers judge the quality of foreign-learners’ speech from a com-
bination of intelligibility and naturalness, considering prosodic appropriacy
alongside linguistic intelligibility. Actors judge prosodic expression first of
all, determining whether the speech portrays the intended deeper meanings of
its text when performed, and newscasters judge the personality as well as the
expressiveness in a speaker’s voice, evaluating not just the fit between words
and expression but also the character of the speaker and whether the “tone” is
appropriate for the desired station image. These are harsh criteria for evaluating
computer speech, but unless we start from a framework in which human
speech is likely to be judged, we are in danger of accepting unsatisfactory
aspects of speech production and endorsing products that will be likely to cause
frustration or dissatisfaction in the human listener.

2 Components of Computer Speech
It is generally agreed that there are three main stages in the production of

computer-generated speech, whether from text or from concept. The first is the
language-processing stage; producing a machine-readable representation of the
input in a form that indicates both (a) the word sequence and its pronunciations,
and (b) the relations between the words so that their intended meaning can be
understood. The second stage is prosody processing, converting the abstract
text-based representation of the speech into a sequence of parameters repre-
senting the pitch, energy, duration, and voice quality of each acoustic segment.
The third stage is waveform generation, a component that takes the parameter-
based representation and converts it into a sequence of waveform segments that
can be sent to an audio device for presentation to the listener.

It is common to evaluate each component stage separately, but it is also
necessary to perform a holistic evaluation, since the interactions and depen-
dencies between each component can also have an important effect on the
acceptability of the resulting speech.

2.1 Text Pre-Processing
Producing a machine-readable representation of the input in a form that

indicates both the word sequence in pronouncable form and the relations
between the words.
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The input to a computer speech synthesiser is commonly in the form of
plain text. This text may be pre-existing in the outside world in the form of
newspaper articles, books, etc., or from keyboard input, or it may be machine-
generated, as in concept-to-speech systems.

In the former case, of pre-existing text, the speech-related information must
be generated by the synthesis system. This processing takes two main forms:
anomaly resolution and dependency relations.

In the latter case, the text does not have the requirement of being human-
readable, and can be pre-annotated with various forms of speech-related infor-
mation to aid in its disambiguation, pronunciation, and phrasing, in much the
same way that the layout and format of a web page can be specified by the use
of XML markup and style sheets.

The Speech Synthesis Markup Language (SSML) Version 1.0 home page
(http://www.w3.org/TR/speech-synthesis/) of the World Wide Web Consor-
tium summarises this goal as follows:

The Voice Browser Working Group has sought to develop standards to enable
access to the Web using spoken interaction. The Speech Synthesis Markup Lan-
guage Specification is one of these standards and is designed to provide a rich,
XML-based markup language for assisting the generation of synthetic speech in
Web and other applications. The essential role of the markup language is to pro-
vide authors of synthesizable content a standard way to control aspects of speech
such as pronunciation, volume, pitch, rate, etc. across different synthesis-capable
platforms.

Note that no effort has yet been made to incorporate paralinguistic information,
except by direct manipulation of the lowest-level acoustic parameters, making
specification by the non-specialist rather difficult.

2.1.1 Making sense of the text: anomaly resolution.
Not all text that is clear to the eye is so easily converted into sounds;
abbreviations such as “Mr.” and “Dr.” may be ambiguous (the latter, for
example, typically representing “doctor” when coming before a proper name,
and “drive” when coming after one) and common acronyms may require dif-
ferent pronunciation rules (IBM being pronounced as three separate letters,
and JAL being pronounced as a single monosyllabic word, for example). Such
textual anomalies must be converted into phonetic representations in this com-
ponent of the speech synthesiser. Dictionary entries listing the possible pronun-
ciations require complex rules to determine which is most appropriate in any
given case.

Dependencies between words can require even more complex knowledge
before their proper pronunciation can be determined; the simple text sequence
“old men and women”, for example, has a potential ambiguity in the scope
of the adjective “old”: does it refer to the men alone, or to both the men
and the women? The former interpretation would require a short pause after
“men”, and a pitch reset before “women”, but the latter would require that the
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words be reproduced as a single phrase with no prosodic reset. Considerable
text analysis (and some world knowledge, usually represented in the form of
statistical probabilities) is required before an appropriate pronunciation can be
determined.

2.1.2 Differences between text and speech. Text and speech
have evolved differently and independently throughout human history, but
there is nonetheless a common misconception that text can be simply con-
verted into speech (and vice versa) through a process of media transformation,
and that the two media differ primarily only in terms of their surface form.
Speech, however, is by far the older medium (in terms of human evolution)
and is usually conversational and interactive, one-to-one, directly signalling
many more types of information than text does.

As well as carrying propositional content (and often instead of), speech
contains many clues about the speaker’s affective states, intentions, emotions,
identity, health, and both short- and long-term relationships with the listener.
Speech incorporates paralinguistic and extra-linguistic information that is not
present (or relevant) in text. Text, on the other hand, has evolved for the eye
rather than for the ear; being two-dimensional, it can be scanned from top to
bottom, and from right to left, remaining present and (usually) unchanging on
the page or screen to allow a more considered and analytical processing of its
content. We typically scan more than one word at a time when reading text, but
we receive spoken input linearly, as a one-dimensional sequence of sounds.

The speech signal decays with time, but speech makes full use of prosody to
carry the information of this missing second dimension. The complex syntactic
and semantic relations of a text must be converted into prosodic information
before rendering it into speech, but this transformation is something which
even many humans find difficult. The art of reading a text aloud requires
considerable training, and very few “ordinary people” can do it well. Yet we
expect a perfect enunciation from a speech synthesiser! Perhaps text-to-speech
pre-processing remains the most challenging component of speech synthesis,
but it can be done well only in the most uninteresting of cases. However, with
annotated input, or marked-up text, the responsibility for determining the sur-
face realisation of the utterance is passed back to the human author of the text,
who has the best understanding of what the desired output rendering of each
utterance should be.

2.2 Prosody Prediction
Converting the abstract representation of the speech into a sequence of

parameters representing the pitch, energy, duration, and voice quality of each
segment.
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Prosody in speech is used to portray a complex bundle of information, the
strands of which also include speaker identity, character, health, mood, interest,
and emotion. At the same time, it serves also to distinguish nouns from verbs
(e.g., “import”, “record”), proper nouns from common nouns (e.g., “White
House” vs “white house”), and to show syntactic relations and phrasing by
means of pauses and pitch resets. The calculation of speech prosody for a
given utterance is therefore a major component of speech synthesis, but one
which relies on receiving adequate input from the text-processing component
that precedes it.

2.2.1 Knowing the right answer. One of the difficulties in
evaluating the prosody of computer speech synthesis is that it requires prior
knowledge of the intended interpretation of any synthesised utterance. Many
prosodic contours may be appropriate, but only one of them correct for a given
utterance in context. However, since sufficient world knowledge or context-
related information is not always available to the text- and prosody-processing
components, a so-called default prosody is often generated instead. This is the
least-marked form that an utterance can take. The use of a so-called default
may render mistaken interpretations less likely, but it also results in the flat and
monotonous tone of much synthesised speech.

2.2.2 Four prosodic variables. Prosody is typically realised first
through manipulation of the fundamental frequency contour of a synthesised
utterance. The second major prosodic variable is segmental duration, which
can function instead of, or in conjunction with, the fundamental frequency con-
tour to signal the intended interpretations of an utterance.

The manipulation of either pitch or duration requires either signal process-
ing of the speech waveform (which can have damaging effects on its natu-
ralness) or judicious selection of segments for concatenation (which in turn
requires an inordinately large repository of sounds from which to make the
selection).

Little research attention has been given to prosodic manipulation of the
energy contour (traditionally considered to be the third prosodic variable),
partly because it correlates quite closely with the fundamental-frequency
information, and partly because the voice level of synthesised speech is usually
held at a constant predetermined volume.

The fourth prosodic component, which is recently receiving more attention
in the speech research communities, is voice quality, or manner of articulatory
phonation, which can be varied to indicate emotion or speaker activation and
interest, in addition to marking focus or emphasis and to showing characteris-
tics related to phrasal and utterance position.
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2.2.3 Acceptable variation in prosody. Whereas the output
of a text-pre-processing module can perhaps be evaluated in isolation, with-
out resorting to synthesis, it is more difficult to evaluate prosody prediction in
this way. There can be large differences in the physical measurement of the
prosodic parameters that do not appear as perceptually relevant differences in
the realisation of an utterance as speech. An obvious example is the difference
in pitch (or more correctly fundamental frequency range) between the speech
of men, women, and children, which human listeners appear to disregard un-
consciously, since they pay less attention to these individual differences and
hear instead the “intended prosody” of an utterance regardless of often very
large differences in acoustic prosodic parameter values. This is not a claim that
people do not hear these large differences, but rather that they can perceive
utterances that have the same content as “the same” even though they may be
spoken by different people.

A less obvious example is the raising or lowering of pitch in the speech
of a single speaker; if all values for a given utterance are raised or lowered
by the same amount, and if that amount is still within the normal speaking
range of that speaker, then no difference in intended meaning will be perceived.
Conversely, even a slight delay or advancement of a pitch peak in an utterance
can result in a profound difference in perceived meaning of the utterance. Thus,
simple numerical measures of, for example, difference between the prosody of
a natural utterance and that of a synthesised one can be extremely difficult for
the evaluator to interpret.

Furthermore, we observe considerable differences in the absolute values of
the prosodic parameters in the speech of humans, all of which would be con-
sidered “natural” and “correct” by a listener, but often a much smaller differ-
ence in the output of a speech synthesiser is perceived as quite unnatural, or
as presenting a different interpretation. This paradox is not yet well explained
scientifically.

2.3 Waveform Generation
Taking the parameter-based representation and converting it into a

sequence of waveform segments that can be sent to an audio device for
presentation to the listener.

There are many ways to produce speech waveforms by computer; the sim-
plest (perhaps) is by concatenation, just joining together segments selected
from different parts of a larger database, and the most complex is by mod-
elling the variations in the articulatory tract and voice-source parameters and
then reproducing them by rule. The science of acoustics and the physics of
wave propagation find practical application in this area, but psychology has yet
to enter.
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2.3.1 From phones to segments. The earliest attempts at
computer modelling of speech employed formant approximations of the
phones (and produced a smoothed interpolation between them) to replicate the
acoustics of vowel and consonant differences as observed from spectrographic
representations of human speech utterances. The works of Gunnar Fant, Ken
Stevens, and Dennis Klatt contributed considerably to our understanding of the
physics of speech production and formed the basis of much of modern speech
synthesis.

Later contributions, most notably from Osamu Fujimura, Joe Olive, and
Yoshinori Sagisaka, resulted in a different, non-phonemic view of speech seg-
mentation, and led to the concatenative systems that are in more popular use
today. Rather than modelling the “centres” of speech information and interpo-
lating between them, they recorded the “transitions” (i.e., made use of dynamic
rather than static information) and concatenated short segments of speech
waveforms to produce the synthesised speech.

More recent improvements in concatenative speech synthesis have resulted
in less need (often none at all) for signal processing to modify the recorded
waveform segments, by enlarging the source-unit database, enriching it, in-
stead of using a smaller unit-inventory and resorting to signal modifications to
manipulate the prosody.

2.3.2 System size and output quality. Whereas articulatory
modelling of speech may offer the most scientific benefit, it is still very far from
being of practical use in real-time speech synthesis systems, and concatenative
synthesis appears to offer a higher quality of speech output for the present time,
leaving parametric synthesis (such as formant-based synthesis-by-rule) to offer
a lower-quality but smaller-footprint synthesiser that may be more suitable for
use in applications where speech quality is of lesser importance than price or
memory requirements.

Of course, each of these synthesis systems has its own individual strengths
and weaknesses, and each should be evaluated in situ, taking into account not
just the overall quality of the resulting speech, but also its appropriateness for a
given synthesis application. We should not think in terms of “one best system”,
but of a range of different methods that can be selected from, and possibly even
switched between, according to the needs and preferences of the individual
user.

Paradoxically, the smallest system may offer the most flexibility, being able
to mimic many voices and speaking styles but at the cost of not being able to
sound “human”, and the most expensive (in terms of speech segment invento-
ries) may be limited to the voice of only one speaker and one speaking style,
though able to reproduce that with such a precision that it may be difficult or
sometimes impossible to notice any difference from natural human speech.
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Even among human speakers, there is a similar trade-off of talents, as very
few professional speakers are able to master all modes of presentation equally
well. A Shakespearean actor might make a very poor newsreader, for example,
yet it is often assumed that computer speech synthesis will one day outperform
them all! This is still an unrealistic assumption, and we should be looking
instead for different methods that can match different expectations, rather than
one global system that can excel at all.

3 Evaluation Methodologies
There are many different ways that a speech synthesiser can be evaluated:

diagnostic or comparative, subjective or objective, modular or global, task-
based or generic, etc., and probably as many different ways to perform the
evaluation: web-based or live, over headphones or loudspeakers, with actual
users or recruited listeners, specialist or naive, pairwise or in isolation, and
whether or not human speech samples are included in the same evaluation with
the synthesized speech.

Early speech synthesisers were evaluated primarily for intelligibility, using
rhyme tests, anomalous sentences (e.g., the Haskins set which had the form
“the adj noun verb the noun”) and lists of words both in sentences and in
isolation. The goal of such evaluation was phonetic discrimination, i.e.,
focussing on “intelligibility” rather than “naturalness”.

Intelligibility is of course necessary, but naturalness is perhaps also desir-
able. As early as 1974, this point was being addressed:

From our point of view it is not physical realism but psychological acceptability
which is the proper evidence for correctness at the phonological and phonetic
levels, just as it is on the syntactic level. (I.G. Mattingly, 1974. Developing mod-
els of human speech.)

However, whereas “naturalness” may be difficult to judge in synthesised
speech, different synthesisers (or different settings of a given synthesiser) can
be compared instead for relative naturalness. The need for human realism is
variable; in some applications it is essential, while in others it is undesirable.
Yet in all cases, the listener must endure the speech, so I here propose a third
evaluation criterion: “likeability”, in addition to the standard two above, as a
measure of the degree to which extended listening becomes bearable, or even
perhaps enjoyable.

3.1 Component-Based Evaluation
Whereas the listener (or “customer” perhaps) is primarily concerned with

the overall quality, intelligibility, and likeability of the output speech, the
developer is usually more concerned with testing one component at a time. Not
all components can be run in isolation, so contrived input may be necessary for
testing purposes, but in judging a speech synthesis system as a whole, it can be
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difficult to determine the source of any specific error, and small errors may be
compounded as they cascade through later components.

3.1.1 Evaluating the text pre-processing component.
Because the mapping between a text and its pronunciation is deterministic,

this component of the speech synthesiser is, paradoxically, perhaps the easiest
to evaluate using objective measures. For example, the part of speech of a given
word in a given context is a fact that may be difficult to estimate from limited
knowledge in a computer program, but one which has a single right answer
that can be checked.

Similarly, the pronunciation of a text sequence might vary with, for exam-
ple, speaking rate, or dialect, but it is in general predetermined. For example,
the letter sequence /b-a-s-s/ will be pronounced one way in the context of mu-
sic, and another in the context of fishing, but in either case there is a “right”
pronunciation. This is not the case with proper names, however, which can vary
even according to personal whim, and for which no dictionary or rule set can
provide a definitive answer.

Number strings require context-specific rules for their realisation as
word sequences: telephone numbers having a different syntax from
ordinals, as do special symbols (e.g., $N = “dollar-N” in a computer program,
but “N-dollars” in a financial context), but again, these can be categorically
judged for correctness.

Sometimes the input to the text preprocessor is by default ill-formed. The
listings in a telephone directory, for example, are usually highly abbreviated
and, although intelligible to a human reader, may be very difficult to disam-
biguate by rule, but again, there is usually one “right answer”.

Dictionaries can be produced, and letter-to-sound rules trained on them so
that only the exceptions need to be stored. The output of these rules, fall-back
dictionaries, parsers, and morphological analysers can be evaluated objectively
for a large subset of the language (that which excludes proper names, for
example) and scores can be calculated to evaluate the component performance.

However, the remaining (almost infinite) subset of texts which contain
lexical items whose pronunciation may be arbitrary, can only be evaluated
subjectively. Since even humans will not always agree on, for example, the
pronunciation of proper names, there can be no objective measure and scor-
ing for “acceptability” rather than correctness will be needed. This work then
becomes labour-intensive and expensive.

If the results are passed through the remaining modules of a synthesiser so
that the test can be performed aurally, perhaps even over a telephone line, then
the output is likely to be corrupted further by compounding of errors as they
cascade through the system. However tedious it may be to perform, a text-
based examination of the component output is therefore preferable to listening
tests for evaluating the early stage of speech synthesis processing.
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3.1.2 Evaluating the prosody component. Given perfect
input, the prosody component should be able to reliably produce the speci-
fications for an unambiguous rendering of the text as speech when output by
the waveform component. Its input can be modified if necessary, to represent
the perfect output of a text pre-processing stage, but how is its output to be
evaluated?

As mentioned above, there is tremendous variability in the prosody of
human speech, much of which is perceptually insignificant or cognitively
irrelevant, but some of which has the effect of changing the entire meaning
of an utterance. The word “yes” for example, if spoken slowly and with a rise-
fall-rise contour, can even signal “no” to a familiar listener.

Textual anomalies, such as “I saw Janet and John saw Fred” (where “Janet
and John” might be a compound subject) must be resolved at an earlier stage
and the disambiguating information passed as input, but in order to judge
the correctness of predictions from the prosody component, the listener (or
reviewer) must first know the intended interpretation of the utterance.

It is highly unlikely that any two speakers will produce the “same”
utterance with identical prosodic contours, yet most human listeners would
be able to judge whether or not there was an intended difference in mean-
ing or nuance between any pair of utterances from different speakers. As a
science, we do not yet have enough understanding of this flexible variability in
perception or production to produce a model or technology that would enable
its objective evaluation. Yet to assess the performance of a prosody component
using aural perception requires passing it through a further stage of process-
ing in which errors can be compounded (or hidden). This is the “catch-22” of
prosody research; we need to know about both the speaker’s intentions and the
listener’s perceptions of them, yet only in a very few “black-and-white” cases
can these be categorically determined.

When we expand our goals beyond judging correctness, towards judging
paralinguistic expression, the problem becomes even more difficult, but if a
computer speech synthesiser is to be used in place of a human speaker in inter-
active discourse situations, the expression of paralinguistic and extra-linguistic
information is as important (if not more so) as the expression of linguistic or
propositional content.

Teams of listeners are required for an efficient evaluation, and in the case
of the commonly used Mean Opinion Score (MOS) evaluations, a minimum
of 30 listeners is necessary for a statistically significant result. ABX tests are
common (comparing two versions to a target and indicating the closer one) as
are preference tests, but it is very difficult for a listener to precisely identify
the particular cause of a prosodic problem as the four elements of prosody are
perceived as an integrated whole, and events occur too quickly for the ear to be
able to identify their exact location. Diagnostic testing of prosody is therefore
a difficult art.
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3.1.3 Evaluating the waveform component. In earlier times,
the focus of output evaluation was on mechanical performance and partic-
ularly on the ability to mimic human phonetic sequences, so rhyme tests
and dictation-type exercises were adequate to determine if a target phonetic
sequence was correctly perceived. Nowadays, though, as technology pro-
gresses, we advance beyond segmental intelligibility and are more concerned
with judging expressiveness and personality in computer speech.

The quality of audio on the web has now reached hi-fi performance but the
quality of most synthetic speech is already lagging quite far behind. Again,
the needs with respect to quality must be regarded as application-specific, and
it is probably not necessary to provide broadcast-quality speech in a talking
wristwatch or toaster, but the failure to meet the expectations of the ordinary
person-in-the-street might be the main reason that speech synthesis technology
has been so slow in getting accepted.

When evaluating the waveform generation component, we can assume that
the rest of the system has functioned perfectly and provide it with (perhaps
hand-crafted) ideal input as well as with input that has actually been generated
by passing through the earlier components. In an ideal world, there will be no
difference between the two, but any difference that is found at this stage can
be attributed to earlier processing inadequacies and ignored for the sake of the
evaluation.

Physical measures of waveform similarity are used in speech recognition
and can be used similarly in speech synthesis for determining an objective
measure of the distance between one speech waveform and another. Unfortu-
nately, none of these measures matches human perception perfectly, and they
either underestimate problems that human listeners might find noticeable, or
raise an error on points that the human listener might not notice. If a measure
that perfectly matched human perception could be found, the problems of con-
catenative speech synthesis would be over, for the minimisation of error could
then be performed automatically.

As with prosody evaluation, waveform generation is best evaluated by sub-
jective measures, and again, MOS (which is widely used in the telecommu-
nications industry for speech-coder assessment) has proved to be a very good
indicator of overall performance.

3.2 Evaluating the Complete System
Component evaluation is a necessary part of system development, and

provides both feedback and diagnostic information to the researcher, but even if
every component is working well, their integration can sometimes lead to prob-
lems, so a full system-level evaluation is also required. Of prime importance is
intelligibility of the output, then its naturalness, and last, but by no means least,
its likeability. People may buy synthesisers “off the shelf”, and first impress-
ions will have a strong influence on their decisions, but after repeated use, the
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character of the system becomes as important as its clarity. If people do not
like a synthesiser’s voice and speaking styles, they will soon cease to use it.

3.2.1 Intelligibility. Tests of nonsense words and semantically
anomalous sentences do provide a measure of the intelligibility of synthesised
speech output, but not one that realistically represents everyday situated use. If
the tests were carried out in a car, a helicopter cockpit, a busy shopping cen-
tre, or at home with a television and children playing in the background, they
might be more useful, but this is rarely the case. Researchers seem to be more
interested in evaluating topline performance than baseline reliability.

Now that the science of speech synthesis has progressed beyond the early
stage of testing phonetic adequacy, perhaps we will begin to see more task-
based evaluation. There have been some performance-based measures of
fatigue and response time delays related to use of speech synthesisers in the
performance of a real-world task, but this mode of testing, although it better
reflects the actual needs of the end-user, seems to be the exception rather than
the rule.

As speech synthesis becomes more expressive, particularly when used in
place of a human voice, as in translation systems and communication aids,
the variability of speaking style will require fast and even slurred speech to be
produced if it is to faithfully represent the intentions of the original speaker. It is
not yet known whether the present waveform generation methods will be robust
against such intentional distortion of the clean-speech signal, so quantitative
measures of degradation in intelligibility (both segmental and prosodic) will
also be required.

3.2.2 Naturalness or believability. Perhaps “believability”
would be a better term to use instead of “naturalness”, although it has not
been seen much in the previous literature, because even an artificial-sounding
voice (as in fictional cartoons, for example) can sound believably natural if the
prosody is appropriate.

The world of Walt Disney is a perfect example of why “naturalness” may
not be the best way of approaching this aspect of speech synthesis evaluation.
Very few of the creatures in Disney films are photo-realistic, yet they are all
very believable. So how should we measure believability in speech synthesis?

Fitting the voice and speaking style to the content and context of the mes-
sage requires a flexibility in all three stages of synthesis design. The success
of such an effort can be intuitively felt by many listeners, even if they cannot
explicitly quantify it. The selection of telephone personnel, newsreaders, actors
for roles, and characters in advertisements, is a very sensitive process involving
delicate judgements about voice as well as role suitability and matching. This
framework should be adapted for use in synthesis evaluation.
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3.2.3 Likeability. The selection of an ideal voice for use in a con-
catenative speech synthesiser is a very lengthy process. Not only must the voice
have characteristics that allow for easy joining between segments extracted
from different parts of the database, but it must also have an appeal to the lis-
tener and a fit to the perceived or projected image of the company or product
whose voice it is to become.

Whether produced by concatenation or signal processing, whether from a
large source database or a small one, the resulting voice and the range of speak-
ing styles that it is capable of will define the popularity of a synthesiser as much
as technical ability in the processing of the various stages.

Current evaluation methodologies are biased towards accountability and
reproducibility, favouring objective measures over subjective ones, but ulti-
mately, the listener’s feelings towards the synthesiser must also be allowed to
play a role in the evaluation process. Likeability though is an aspect of synthe-
siser use that can easily change over time. What sounds fun and attractive on
first listening may become irritating after prolonged use, or what is appealing
in a quiet environment may become inadequate when used in noise. Long-term
assessment is an issue that must be addressed if we are to produce a technology
that is pleasant as well as efficient.

4 Organised Evaluations and Assessment
In this section we will examine some techniques that have been success-

fully used in the past and suggest some new ones that may better address the
developing needs of the current technology.

4.1 Learning from the Past
Many scientific presentations concerning speech synthesis are accompanied

by demonstrations of the resulting output, but these are usually demonstrations
of carefully controlled samples that are limited in number and that do not nec-
essarily give a fair impression of the overall performance of a given synthesis
system as it might perform across a wide range of everyday application tasks.

Scientific research is rightly more concerned with raising the topline of
achievements, as evidenced by the fact that negative findings are rarely
reported at academic meetings, but the products of developers are evaluated by
the customers throughout their full range of everyday use. While it is topline
performance that is demonstrated at conferences, the owner/user of a synthesis
system is usually more concerned about the baseline; i.e., not just how well
a system can perform in the best of cases, but also how badly it might per-
form in the worst. A large part of the role of evaluation is to bridge this gap
between scientists and developers and to bring the thoughts of the end-user
into an earlier stage of the design process.
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Evaluation of speech synthesis is by no means a well developed art. In com-
parison with the number of papers published reporting advances in speech
synthesis, the number of papers describing how these advances might be eval-
uated is still remarkably few. At the recent ISCA Speech Synthesis Tutorial
and Research Workshops, for example, there has been on average only 4%
of papers explicitly addressing evaluation issues (SSW5, 2004: 3/46; SSW4,
2001: 1/62; SSW3, 1998: 3/60).

4.1.1 The Jenolan experience. At the ESCA/COCOSDA
Tutorial and Research Workshop on Speech Synthesis (SSW3), held in 1998 at
Jenolan in the Blue Mountains near Sydney, Australia, a concerted evaluation
of the then current speech synthesis systems was organised in an attempt to
remedy this imbalance. The evaluation served three goals:

1. To give the participants first-hand experience with a wide range of cur-
rent text-to-speech systems (altogether 70 system/language combina-
tions were presented)

2. To stimulate discussion of speech synthesis evaluation procedures by
offering direct experience to contributing participants, who function both
as developers and as evaluators

3. To provide feedback to the system developers about some of the strong
and weak points of their speech synthesisers

The evaluation was limited to full text-to-speech systems but employed
several text types, ranging from newspaper text through semantically un-
predictable sentences to telephone directory listings. The newspaper text
sentences were further subdivided into “easy’, using frequent words, and
“hard”, using sentence selection based on trigram-frequencies calculated from
the Linguistic Data Consortium (LDC) text corpora.

The texts were automatically generated from large corpora for several
languages (though not all), and were made available to participants via an
interactive web site a very short time before the evaluation was carried out.
Speech files had to be synthesised from the texts and returned via the same site
to the organisers who then randomised them for presentation to participants
at the workshop. Regardless of original sampling rate, all submitted wave-
form files were resampled to 11.25 kHz by the evaluation organisers before
the comparisons were performed.

All participants in the workshop took part as participants in the listening
tests. Utterances were presented to the listeners via headphones, and responses
were entered using rating scales (from “poor” to “excellent”) and also iden-
tifying problem areas. Since the listeners were mainly professional synthesis
researchers, advantage was taken of their expertise for free input in the lat-
ter category, while the former included such scales as “overall voice quality”,
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“naturalness”, “wrong syllable stressed”. Experimental design was blocked by
text type within listeners, all listening to each text-to-speech system exactly
once with each text item for a given language.

Full details of the evaluation procedure are still available at the original
COCOSDA web site (http://www.slt.atr.co.jp/cocosda/evaltext.htm), but the
results of the evaluation remain confidential as this became a condition of par-
ticipation. There was concern that (a) system developers would refrain from
participating otherwise, and (b) that the results of such a (necessarily) rushed
evaluation might not be completely reliable. However, although the experience
gained both by organisers and participants was considered valuable, the experi-
ment has not been repeated.

4.2 Synthesis Assessment and Evaluation
Centres

There is now no shortage of suitable organisations that could take on the role
of assessment centres for synthesis systems in the various languages and world
regions, but there is at present no such centre and currently no such effort that
the author is aware of.

The LDC was very helpful in providing texts for the Jenolan evaluation
and for a while afterwards the LDC maintained a speech synthesis evalua-
tion web site to enable similar web-based comparisons. Unfortunately, at the
present time, this site (the interactive speech synthesizer comparison site at
http://www.ldc.upenn.edu/ltts/) does not appear to be supported.

The European Language Resources Association (ELRA; http://www.
elda.fr/) is a sister organisation to the LDC, based in Europe. Their distribution
agency (ELDA) actively participates in evaluation projects, and is beginning to
include speech synthesis:

In the near future, as we are getting more and more involved in the evaluation
activity, ELRA & ELDA will add in its catalogue further resources and tools
related to evaluation, and a new team, whose task will include the organisation
of evaluation campaigns and every other aspects of the evaluation activity, will
join the agency. (2005)

The International Committee for the Co-ordination and Standardi-
sation of Speech Databases and Assessment Techniques for Speech
Input/Output (COCOSDA; http://www.cocosda.org) organised the Jenolan
Assessment, in conjunction with the International Speech Communication
Association (ISCA (then ESCA); http://www.isca-speech.org/), but after more
than 10 years of activity, this group, too, no longer participates in evaluation
programmes, though their annual workshops stress the importance of assess-
ment as part of technology development and form a central meeting place for
such discussions and information exchange.
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A spin-off from COCOSDA, the ISCA Special Interest Group for Speech
Synthesis (SynSIG; http://feast.his.atr.jp/synsig/) has taken over the task of
organising tutorial workshops related to speech synthesis, and would be the
most likely independent (and fully international) organisation to coordinate
future speech synthesis assessments, but a repeat of Jenolan is unlikely unless
a committed team of volunteers is formed to ensure that the meticulous organ-
isation and arrangement of details can be repeated.

In the Far East, the ChineseLDC (http://www.chineseldc.org/) and the
GSK in Japan (Gengo Shigen Kyoyukiko is Japanese for Language Resource
Consortium) both aim at developing, sharing, and distributing language
resources for research into speech and natural language processing. Both
groups are committed to facilitating speech research and will perhaps also take
on an assessment and evaluation role in the near future.

4.3 More Recent Assessments
The Verbmobil project across Germany and the international TC-Star

project for speech-to-speech translation both conducted end-to-end evaluations
that included a speech synthesis component. Unfortunately, most speech-to-
speech translation systems have yet to take expressiveness of the input speech
as a relevant factor in the translation, and in both cases the output speech syn-
thesis was considered to be a relatively minor component, with the bulk of
the evaluations being performed at the level of text. Although both systems
accepted human speech as input, as long as the translated text was rendered
intelligibly the synthesis was considered to be satisfactory, and little attention
was paid to voice quality or expressiveness of the output per se.

The European project COST 258 (http://www.icp.inpg.fr/cost258/), lasting
from 1997 to 2001, was concerned with the naturalness of synthetic speech in
concrete applications, with a particular focus on the improvements of sound
quality and prosodic modelling. It recognised four priority topics for speech
synthesis evaluation:

1. Prosodic and acoustic effects of focus and/or emphasis

2. Prosodic effects of speaking styles

3. Rhythm: what is rhythm, and how can it be synthesised?

4. Mark-up: what prosodic markers are needed at a linguistic (phonologi-
cal) level?

Their book (published by Wiley, see below) can be considered essential reading
on the topic.

Recently, from the United States and Japan, the Blizzard Challenge (http://
www.festvox.org/blizzard) for evaluating corpus-based speech synthesis using



Evaluation of Speech Synthesis 45

common databases is becoming an example of the direction that future bottom-
up assessment initiatives might take. The goal of this challenge is for different
groups to each use the same publicly available speech databases to build a
synthetic voices. Unknown sentences from an independent source will be gen-
erated and each participant will synthesize them with their system. The syn-
thesised speech will then be put on the web for evaluation. The results are
not available at this time of writing, but such an open evaluation of differ-
ent methodologies using a common resource in the public arena is bound to
be helpful.

5 Speaking to (and on Behalf of) People
To date, the knowledge underlying speech synthesis research has been that

of phonetic science and its acoustic correlates, and there has perhaps been
an undue emphasis upon the linguistic and segmental components of spoken
language. Speech production per se rather than communication has been the
goal. Yet in many of the current applications of speech synthesis, we find that
machines are now acting in the place of people to impart information in an
interactive conversational framework.

Recent studies of conversational speech have shown that only a small part of
the total speech activity is devoted to the pure expression of propositional con-
tent, and that the larger part is devoted to maintaining successful discourse
flow, expression of affect, expression of speaker–listener relationships, and
revealing the speaker’s attitude towards the content of the message. These
expressions of paralinguistic information require more than just linguistically
well-formed utterances, and place stricter demands for more sophisticated uses
of prosody than current speech synthesis systems are capable of.

Synthesisers have traditionally been regarded as reading machines, and the
term “text-to-speech” is often thought of as synonymous with “speech synthe-
sis”, but the emphasis is changing, and “talking machines” are beginning to
appear. These machines will not just be required to talk, but also to laugh (for
sure) and even to cry perhaps. They will be required to express more than just
emotion, and to take part in an interaction where not just the content of the
message is of importance, but also the tone of voice, and the manner of speak-
ing. Computer speech will have to brush up on its interpersonal skills if it is to
keep pace with the changes in society and technology.

6 Conclusion
This chapter has presented an overview of some of the main issues concern-

ing current speech synthesis assessment and evaluation. Although there has
been a tremendous amount of research into this subject in the past, it seems
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that the goalposts are always moving and that as the technology advances, so
must the evaluation methodologies. Unfortunately there may still be a mis-
match between the goals of the scientists and technicians who are developing
the systems and the needs of the people-in-the-street who we hope will buy and
benefit from their products. In spite of more than half a century of advanced re-
search, few ordinary people yet use a speech synthesiser in their daily lives; at
least, not unless they have to. This is the ultimate assessment of our technology.

Part of the problem is that we, as developers, necessarily see the system in
terms of its component parts and then evaluate the performance of each on a
limited set of criteria that are defined in terms of technological and method-
ological goals, rather than holistic perception targets. Speech is broken down
into processes and sub-processes, and yet in its entirety, speech is more than
the just sum of these parts.

What is missing from current speech synthesis technology is a model of
interpersonal communication strategies. We have reached the stage at which
we can successfully mimic and control many of the individual speech produc-
tion processes, but we lack a way of evaluating how well they can be used
to signal all of the integrated factors that combine to form human speech.
We long ago mastered control of the linguistic component, and recently suc-
ceeded in incorporating extra-linguistic, speaker-specific information into the
technology. What is still missing is a control of paralinguistic information, and
a means to evaluate the subtle nuances and shifts of meaning that add rich-
ness to human speech. The challenge of modelling global weather systems
and climatic effects is known to be a very difficult task, yet understanding and
modelling the subtlety and beauty of human speech processes is a far more
challenging one. It will perhaps keep us busy for many years to come.
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Further Reading
There are already several excellent books on speech synthesis that the

interested reader could use as a source for further information, though there
is none that I know of which is dedicated solely to the topic of evaluation and
assessment.

A comprehensive manual that does include much relevant information is
the Handbook of Standards and Resources for Spoken Language Systems, by
Dafydd Gibbon, Roger Moore, and Richard Winski (editors), published by
Mouton de Gruyter (November 1997).
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A collection of extended papers from the first ISCA ETRW on Speech Syn-
thesis can be found in Talking Machines: Theories, Models, and Designs, by
G. Bailly, C. Benoit, and T.R. Sawallis, published by North-Holland (1 May
1992) and a follow-up Progress in Speech Synthesis, by Jan P.H. Van Santen,
Richard W. Sproat, Joseph P. Olive, and Julia Hirschberg, published by
Springer-Verlag (15 January 1997).

No books have resulted from the subsequent ITRW speech synthesis work-
shops, but their proceedings are available on the web under the home pages of
ISCA (http://isca-speech.org). For a more general introduction to the field, the
following are recommended:

An Introduction to Text-to-Speech Synthesis, by Thierry Dutoit (Faculté
Polytechnique de Mons), published by Kluwer Academic Publishers (Text,
Speech and Language Technology series, edited by Nancy Ide and Jean
Véronis, volume 3) (1997). Improvements in Speech Synthesis: Cost 258:
The Naturalness of Synthetic Speech, by E. Keller, G. Bailly, A. Monaghan,
J. Terken, and M. Huckvale (editors), published by Wiley (November 2001).
Text to Speech Synthesis: New Paradigms and Advances, by Shrikanth
Narayanan and Abeer Alwan, published by Prentice Hall IMSC Press Multi-
media Series (2004).

For the specialist reader, the proceedings of the following workshops and
conferences will contain papers of interest:

LREC, the International Language Resources and Evaluation Confer-
ence

ICASSP, the International Conference on Acoustics, Speech, and Signal
Processing

Eurospeech, the European Conference on Speech Communication and
Technology

ICSLP, the International Conference on Spoken Language Processing

ISCA ETRWs, the series of Speech Synthesis workshops organised by
ISCA

COCOSDA, International Committee for the Co-ordination and
Standardisation of Speech Databases and Assessment Techniques for
Speech Input/Output.

Although a Google search will probably be more useful to the reader since
it can be interactively directed and presents the very latest information, the
following reference section summarises previous work that may not appear on
the web. It presents a small sample of the types of research that have been
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conducted on the evaluation of speech synthesis systems, and in spite of this
tremendous body of knowledge, we can still say that the science of speech
synthesis evaluation is just at its beginning, and that the effective evaluation of
synthesis systems has probably not even begun.
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phones. In 15èmes Journées d’Etudes sur la Parole, GALF, pages 19–20,
Aix-en-Provence, France.

Schwab, E. C., Nusbaum, H. C., and Pisoni, D. B. (1983). Some Effects of
Training on the Perception of Synthetic Speech. In Research on Speech Per-
ception, Progress Report 9, pages 39–77, Indiana University, USA.

Schwab, E. C. and Pisoni, D. B. (1983). The Effects of Training on the Intelli-
gibility of Synthetic Speech: I. Pre-Test and Post-Test Data. Journal of the
Acoustical Society of America, 73, S3 (A).



Evaluation of Speech Synthesis 61

Silverman, K., Basson, S., and Levas, S. (1990). Evaluating Synthesis
Performance: Is Segmental Intelligibility Enough? In Proceedings of the
International Conference on Spoken Language Processing (ICSLP), pages
981–984, Kobe, Japan.
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